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This paper presents an implementation of the second-order accurate immersed interface
method to simulate the motion of the flexible elastic membrane immersed in two viscous
incompressible fluids with different viscosities, which further develops the work reported
in Tan et al. [Z.-J. Tan, D.V. Le, K.M. Lim, B.C. Khoo, An Immersed Interface Method for the
Incompressible Navier–Stokes Equations with Discontinuous Viscosity Across the Interface,
submitted for publication] focussing mainly on the fixed interface problems. In this work,
we introduce the velocity components at the membrane as two augmented unknown
interface variables to decouple the originally coupled jump conditions for the velocity
and pressure. Three forms of augmented equation are derived to determine the augmented
variables to satisfy the continuous condition of the velocity. The velocity at the membrane,
which determine the motion of the membrane, is then solved by the GMRES iterative
method. The forces calculated from the configuration of the flexible elastic membrane
and the augmented variables are interpolated using cubic splines and applied to the fluid
through the jump conditions. The position of the flexible elastic membrane is updated
implicitly using a quasi-Newton method (BFGS) within each time step. The Navier–Stokes
equations are solved on a staggered Cartesian grid using a second order accurate projection
method with the incorporation of spatial and temporal jump conditions. In addition, we
also show that the inclusion of the temporal jump contributions has non-negligible effect
on the simulation results when the grids are crossed by the membrane. Using the above
method, we assess the effect of different viscosities on the flow solution and membrane
motion.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Many problems of fluid mechanics involve the interaction of a viscous incompressible fluid and a moving elastic mem-
brane (called fluid-membrane interactions). One can consider the membrane as a part of the fluid which exerts forces to the
surrounding viscous fluid, while also moving with the velocity of adjacent fluid particles. The mathematical formulation and
numerical method for this type of problems was first introduced by Peskin in what we now commonly called the immersed
boundary method to simulate the blood flow in the heart and through heart valves [25,30]; the method has been used for
many other applications particularly in bio-fluid dynamics. Examples include the deformation of red blood cell in a shear
. All rights reserved.
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flow [5], swimming of organisms [6], platelet aggregation [7,8], cochlear dynamics [1], biofilm processes [4], wood pulp fiber
dynamics [27], and so on. A summary of the development of the immersed boundary method can be found in [24].

In the immersed boundary method, the force densities are computed at the control points which are used to represent the
boundaries, and then spread to the neighbouring Cartesian grid points by a discrete representation of the delta function. The
Navier–Stokes equations with the forcing terms are then solved for the pressure and velocity at the Cartesian grid points. The
resulting velocities are interpolated back to the control points using the same set of discrete delta functions. As such, the
immersed boundary method has several attractive features: the method is simple to implement, it can handle complex
geometries easily and it uses standard regular Cartesian grid Navier–Stokes solvers. However, since the immersed boundary
method uses the discrete delta function approach, it smears out sharp interface to a thickness of order of the mesh width and
it is only about first-order accurate for general problems.

Unlike the immersed boundary method with numerical smearing near the interface, the immersed interface method
(IIM) can capture the solution and its derivative jumps sharply and maintains second-order accuracy via incorporating
the known jump conditions into the finite difference approximations near the interface. For fluid dynamics problems,
in the case of a continuous viscosity, the singular force f along the immersed boundaries results in solution to the Na-
vier–Stokes equations which may be non-smooth across the interface, i.e., there may be jumps in pressure and in the
derivatives of both pressure and velocity at the interface. An essential ingredient of the IIM is the relation between the
applied singular forces and the jumps in the solutions and their derivatives. The basic idea of the IIM is to discretize
the Navier–Stokes equations on a uniform Cartesian grid and to account for the singular forces with the incorporation
of the jumps in the solutions and their derivatives into the difference schemes. The IIM was originally proposed by LeVe-
que and Li [22] for solving elliptic equations, and later extended to Stokes flow with elastic boundaries or surface tension
[21]. The immersed interface method was developed further for the Navier–Stokes equations in [19,20,15,33,23]. The IIM
was also used in [3,16,26] for solving the two-dimensional streamfunction–vorticity equations on irregular domains. Very
recently, Xu and Wang [34] have extended the IIM to the 3D Navier–Stokes equation for simulating fluid–solid interaction.
Other more applications on the IIM can be found in Li’s recent review article [11] or the book by Li and Ito [12] and the
references therein.

It should be noted that the employment/applicability of the immersed interface method depends critically on whether
the necessary jump conditions are available/implementable. With the same viscosity across the interface, the derivation
of the jump conditions can be found in [15,19,21] for two-dimensional flows and in [10,32] for three-dimensional flows.
In the case of a discontinuous viscosity, the jump conditions for the pressure and the velocity are coupled together, see
(2.10)–(2.14), which makes it difficult to discretize the system accurately and renders the application of the immersed inter-
face method challenging. Li et al. [14,17] have recently developed the augmented immersed interface method for incom-
pressible 2D Stokes flows with discontinuous viscosity. In [14], the interface is represented by a cubic spline interpolation
and tracked explicitly in a Lagrangian manner. In [17], the level set method is used to represent the interface. Very recently,
an efficient numerical method for solving the two-fluid Stokes equations with a moving immersed boundary was presented
by Layton [13]. The method uses integral equations to reduce the two-fluid Stokes problem to the single-fluid case, which
can then be solved via the immersed interface method in the usual way. It should be noted that the above works are limited
to the Stokes equation with discontinuous viscosity across the interface using immersed interface method. In [29], Tan et al.
have developed a second order accurate immersed interface method for the Navier–Stokes equations with discontinuous
viscosity across the interface, where the work is mainly concentrated on the fixed interface problems. They have provided
the necessary jump conditions, in particular a new jump condition for the normal derivative of pressure in [29]. The main
objective of this paper is to extend further the immersed interface method developed in [19,29] to the incompressible
Navier–Stokes equations with piecewise constant viscosity across a moving elastic interface immersed in the fluid. To our
knowledge, there seems to be no other work on implementing the immersed interface method for solving the incompressible
Navier–Stokes flow with different viscosity across a moving elastic membrane.

Our immersed interface strategy is based on the approach proposed by Li et al. [14] with the introduction of two aug-
mented variables that are defined only along the interface so that the jump conditions can be made decoupled. In the pro-
posed method, the augmented interface variables are defined as the velocity components at the interface which determine
the motion of the interface and imposed to satisfy the continuous condition of the velocity across the interface. The idea is
similar to [19] where the singular forces at the rigid boundaries are determined to enforce the prescribed velocity condition.
In this work, the augmented interface variables are determined by solving a small system of equations via the GMRES
iterative method. The jumps in pressure and velocity and the jumps in their derivatives are related to the augmented inter-
face variables and/or the forces which are interpolated using cubic splines. The forces associated with the elastic membrane
exerting on the fluid are computed from the configuration of the flexible membrane and are applied to the fluid through
the jump conditions. The position of the flexible elastic membrane is updated implicitly within each time step. The
Navier–Stokes equations are discretized on a staggered Cartesian grid by a second order accurate projection method for
the pressure and velocity quantities via incorporating the spatial and temporal jump contributions. In the case of a discon-
tinuous viscosity, the augmented velocity across the interface is discontinuous; this gives rise to jumps of the augmented
velocity and temporal derivatives of the augmented velocity and hence contributed to the jump condition for the temporal
discretizations of augmented velocity at a grid point when it is crossed by an immersed interface. It is shown that the
inclusion of the temporal jump contributions has non-negligible effect on simulation results and numerical stability due
to the discontinuity of the augmented velocity when the grids are crossed by the interface.
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This paper is organized as follows. In Section 2, the model of incompressible Navier–Stokes equations with piecewise con-
stant viscosity across a moving elastic membrane is described, and the corresponding decoupled jump conditions are also
presented. The numerical algorithm and numerical implementation are presented in Sections 3 and 4, respectively. In Sec-
tion 5, we present some numerical results. Some concluding remarks are made in Section 6.

2. Governing equations

Let X be a two-dimensional bounded domain that contains a material interface C. We shall consider the incompressible
Navier–Stokes equations, written as
Fig. 1.
curve C
respect
qðut þ ðu � rÞuÞ þ rp ¼ r � lðruþ ðruÞTÞ þ Fðx; tÞ þ gðx; tÞ; x 2 X; ð2:1Þ
r � u ¼ 0; x 2 X; ð2:2Þ
with boundary conditions
ujoX ¼ ub;
where u ¼ ðu; vÞT is the fluid velocity, p is the fluid pressure, q is the fluid density, l is the viscosity of the fluid, x ¼ ðx; yÞ is
the Cartesian coordinate variable, gðx; tÞ ¼ ðg1; g2Þ

T is an external force such as gravity, and F is a source which can have a
Dirac delta function singularity,
Fðx; tÞ ¼
Z

C
fðs; tÞdðx� Xðs; tÞÞds: ð2:3Þ
Here, Xðs; tÞ ¼ ðXðs; tÞ;Yðs; tÞÞ is the arc-length parametrization of the interface C, s is the arc-length, f ¼ ðf1; f2ÞT is the force
density, and dð�Þ is the Dirac delta function defined in the distribution sense. The body force term g may also have a finite
jump across the interface C as well. The interface C separates the fluid into two regions Xþ and X� with
X ¼ Xþ [ C [X�. We use Xþ to express the exterior region of the interface, and X� is enclosed by the interface. We refer
the readers to Fig. 1 for an illustration of the problem. The motion of the interface satisfies
o

ot
Xðs; tÞ ¼ uðX; tÞ ¼

Z
X

uðx; tÞdðx� Xðs; tÞÞdx: ð2:4Þ
The above equation means the interface moves at the same velocity as the local fluid; thus the velocity field is continuous
across the interface (i.e., ½u� ¼ 0). Eqs. (2.3) and (2.4) represent the interaction between the interface and the fluid.

In this model, we consider an immersed moving interface problems which involves an elastic membrane, where the force
strength f exerted by elastic membrane on the fluid of the form is given by
fðs; tÞ ¼ o

os
ðTðs; tÞsðs; tÞÞ; ð2:5Þ
with the tension Tðs; tÞ given by
Tðs; tÞ ¼ T0
oXðs; tÞ

os0

���� ����� 1
� �

: ð2:6Þ
Here, the tension coefficient T0 is the stiffness constant which describes the elastic property of the elastic membrane, and
s0 is a material parameter and equal to arc-length in the unstretched configuration of the membrane. The vector tangential to
C is given by sðs; tÞ, where
sðs; tÞ ¼ oX
os0

�
oX
os0

���� ����:
A typical domain with a flexible elastic boundary represented by some Lagrangian control points. The domain Xþ and X� are divided by a closed
across which the viscosity is a piecewise constant. We use n and s to denote the unit outward normal and tangential directions of the boundary,

ively.
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Thus, the force density can be computed directly from the location X of the membrane C. Note that at the relaxed state,
oX
os0

��� ��� ¼ 1 and tension vanishes. An equivalent form of Eq. (2.5) is
fðs; tÞ ¼ ðoT=osÞsðs; tÞ þ Tjn; ð2:7Þ
where j is the curvature, defined by os=os ¼ jn.
Throughout this paper, we shall assume that the fluid density q is constant over the whole domain. We also assume that

the fluid has discontinuous viscosity and the viscosity l is a piecewise constant across the interface as
lðxÞ ¼ lþ; if x 2 Xþ;

l�; if x 2 X�;

(
ð2:8Þ
where lþ and l� are two positive constants. This means the jump of viscosity across the interface is a constant, i.e.,
½l� � constant.

2.1. Decoupled jump conditions across the membrane

Let n ¼ ðn1;n2Þ and s ¼ ðs1; s2Þ be the unit outward normal and tangential vectors to the membrane, respectively. The
jump of an arbitrary function qðXÞ across membrane C at X is denoted by
½q� ¼ lim
�!0þ

qðXþ �nÞ � lim
�!0þ

qðX� �nÞ: ð2:9Þ
When the viscosity is discontinuous across the membrane C, the jump conditions for the pressure and the velocity are cou-
pled together [29] and summarized as follows:
½p� ¼ 2 l ou
on

� �
� nþ bf1 ; ð2:10Þ

op
on

� �
¼ ½g� � nþ obf2

os
þ 2

o2½lu�
og2 � n� 2j l ou

os

� �
� s; ð2:11Þ

l ou
on

� �
� sþ l ou

os

� �
� nþ bf2 ¼ 0; ð2:12Þ

l ou
on

� �
� nþ l ou

os

� �
� s ¼ 0; ð2:13Þ

½lr � u� ¼ 0; ð2:14Þ
where bf1 and bf2 are the force density in the normal and tangential directions, denoting f̂ ¼ ðbf1 ;
bf2Þ. This coupling causes

numerical difficulty in implementation. There are different ways to introduce augmented variables so that the jump condi-
tions for the pressure and the velocity can be decoupled. For example, one could introduce l ou

on

� 	
or ½lu� as the augmented

variable. Different augmented variables may lead to different algorithms. For flexible elastic membrane problems, one
important attention is on the motion of the membrane which is determined by the velocity at the membrane. Based on this
consideration, we introduce the velocity components at the membrane interface as two augmented variables to obtain the
decoupled jump conditions for use in the immersed interface method in this work. We denote ðn;gÞ the local coordinates
associated with the directions of n and s, respectively, and define the augmented velocity field
~u ¼ lu; ~v ¼ lv; ~u ¼ ð~u; ~vÞ:
Note the jump relation ½ou
os
� ¼ 0 due to ½u� ¼ 0, then we can rewrite the two jump conditions (2.12) and (2.13) as follows:
o~u
on

� �
¼ bf2 þ ½l�

ou
os
� n

� �
n2 � ½l�

ou
os
� ss2; ð2:15Þ

o~v
on

� �
¼ � bf2 þ ½l�

ou
os
� n

� �
n1 þ ½l�

ou
os
� ss1: ð2:16Þ
Next, we define the velocity components at the membrane interface uðXðs; tÞ;Yðs; tÞÞ and vðXðs; tÞ;Yðs; tÞÞ as two augmented
interface variables; these are used directly to determine the motion of the membrane subsequently. Let qðsÞ ¼ ðq1ðsÞ; q2ðsÞÞ ¼
uðXðs; tÞ;Yðs; tÞÞ. As such, we have the following jump conditions
½p� ¼ bf1 � 2½l� oq
og
� s; ½pn� ¼ ½g� � nþ

obf2

og
þ 2½l� o

2q
og2 � n� 2½l�j oq

og
� s; ð2:17Þ

½pg� ¼
obf1

og
� 2½l� o2q

og2 � sþ j
oq
og
� n

 !
; ð2:18Þ

½~u� ¼ ½l�q; ½~un� ¼ bf2 þ ½l�
oq
og
� n

� �
n2 � ½l�

oq
og
� s

� �
s2; ð2:19Þ



Z. Tan et al. / Journal of Computational Physics 227 (2008) 9955–9983 9959
½~ug� ¼ ½l�
oq
og
; ½~vn� ¼ � bf2 þ ½l�

oq
og
� n

� �
n1 þ ½l�

oq
og
� s

� �
s1; ð2:20Þ

½~ugg� ¼ ½l�
o2q
og2 � j½~un�; ½~ung� ¼

d
dg

o~u
on

� �
þ ½l�j oq

og
; ð2:21Þ

½~unn� ¼ �½~ugg� þ ½pn�nþ ½pg�s� ½g�: ð2:22Þ
In our computations, we approximate d
dg

o~u
on

� 	
by using a cubic spline interpolation from the known o~u

on

� 	
and taking its deriv-

ative in this work. From (2.17)–(2.22), it is noted that, if q are known, then all the jump conditions, say ½p�, ½pn�, ½pg�, ½~u�, ½~un�,
½~ug�, ½~ugg�, ½~ung�, ½~unn�, are known. We note that from expressions (2.17)–(2.22) the values of the jumps of the first and second
derivatives of velocity and pressure taken with respect to the ðx; yÞ coordinates are obtained by a simple coordinate trans-
formation presented in [15]. For instance, we have
½~ux� ¼ ½~un�n1 þ ½~ug�s1; ½~uy� ¼ ½~un�n2 þ ½~ug�s2; ð2:23Þ
½~uxx� ¼ ½~unn�n2

1 þ 2½~ung�n1s1 þ ½~ugg�s2
1; ð2:24Þ

½~uyy� ¼ ½~unn�n2
2 þ 2½~ung�n2s2 þ ½~ugg�s2

2: ð2:25Þ
So, by the above strategy, the jump conditions for the velocity, the pressure and their derivatives are decoupled. As such, the
immersed interface method for incompressible Navier–Stokes flows with discontinuous viscosity can be implemented as be-
fore (for example as in [19]).

Remark 2.1. If the viscosity l is the same constant across the membrane, then (2.17)–(2.22) reduce to the jump conditions
for the pressure, velocity and their derivatives as derived previously in [15,19,18] where the jump conditions for u and p are
decoupled, i.e. the terms involving ½l� in Eqs. (2.17)–(2.22) are zero due to ½l� ¼ 0.
3. Numerical algorithm

Our numerical algorithm is based on the pressure-increment projection algorithm for the discretization of the Navier–
Stokes equations with special treatment at the grid points near the interface [19]. The spatial discretization is carried out
on a standard marker-and-cell (MAC) staggered grid similar to that found in Harlow and Welch [9]. We use a uniform
MAC grid with mesh width h ¼ Dx ¼ Dy in the computation. With the MAC mesh, the pressure field is defined at the cell
center ði; jÞ, where i 2 f1;2; . . . ;Nxg and j 2 f1;2; . . . ;Nyg. The velocity fields u and v are defined at the vertical edges and hor-
izontal edges of a cell, respectively. The pressure and the velocity components u and v are arranged as in Fig. 2.

In our numerical scheme, we use a set of control points Xk ¼ ðXk;YkÞ to represent the immersed boundary, as marked by
circles in Fig. 2, where k 2 f1;2; . . . ;Nbg. We calculate the geometric quantities and the singular force density and their deriv-
atives at the control points on the interface C. We then use periodic cubic splines to interpolate these quantities at the inter-
section points between grid lines and interface C.

3.1. Projection method

The pressure-increment procedure for problems with immersed interfaces is analogous to the projection method pre-
sented in [2]. The discretization of the Navier–Stokes equations at those grid points near the interface needs to be modified
to account for the jump conditions across the interface due to the presence of singular forces at the interface. Given the
velocity un, the augmented velocity ~un, and the pressure pn�1=2, we compute the augmented velocity ~unþ1, the velocity
unþ1 and pressure pnþ1=2 at the next time step as follows:
Fig. 2. The staggered grid crossed by an interface, with arrangements of the velocity components and the pressure.
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Step 1: Compute an intermediate augmented velocity field ~u� by solving
~u� � ~un

lDt
þ 1

l
u � r~uð Þnþ

1
2 ¼ � 1

q
rpnþ1

2 þ 1
2q

Dh ~u� þ Dh ~unð Þ þ 1
q

gnþ1
2 þ C1 þ c1

1
q
½D~u�v; ~u�joX ¼ ~unþ1

b ; ð3:1Þ
where the advection term is extrapolated using the formula
ðu � r~uÞnþ
1
2 ¼ 3

2
u � rh ~uð Þn � 1

2
u � rh ~uð Þn�1 þ C2 þ c2fu � ½r~u�gv; ð3:2Þ
and the pressure gradient is approximated simply as
rpnþ1
2 ¼ GMACpn�1

2 þ C3 þ c3½rp�v: ð3:3Þ
The above can be rewritten in the following Helmholtz equations form:
k0 ~u� þ Dh ~u� ¼ RHS; ð3:4Þ
where RHS is the right-hand side which includes some correction terms, and k0 ¼ � 2q
lDt. The term ½��v in Eqs. (3.1)–(3.3) de-

notes a jump in time and is only nonzero when the interface crosses the grid point over the time interval considered. The
coefficients c1, c2 and c3 correspond to the first order corrections in time. These terms can be computed as shown in [19].
Step 2: Compute a pressure update /nþ1 by solving the Poisson equation
DMACðlGMAC/nþ1Þ ¼ q
Dt

DMAC ~u� þ C4; ð3:5Þ
with boundary condition
n � r/nþ1joX ¼ 0:
Step 3: Once /nþ1 is obtained by solving Eq. (3.5), both the pressure and the augmented velocity field pnþ1
2; ~unþ1


 �
are

updated as
~unþ1 ¼ ~u� � Dtl
q

GMAC/nþ1 þ C5; ð3:6Þ

pnþ1
2 ¼ pn�1

2 þ /nþ1 � 1
2q

DMAC ~u� þ C6: ð3:7Þ
After obtaining the augmented velocity ~unþ1, the velocity unþ1 can be obtained by using unþ1 ¼ ~unþ1

l .
The coefficients C1, C2, C3, C4, C5 and C6 are the spatial correction terms added to the finite different equations at the points
near the interface to improve the accuracy of the local finite different approximations. These correction terms can be com-
puted by using the generalized finite different formulas presented in [31] if we know the jumps in the solution and their
derivatives. We will review how to compute the correction terms in the next section. In addition to the spatial correction
terms, we also need to perform correction for the jump in time.In the above expressions, rh and Dh are the standard central
difference operators, GMAC and DMAC are the MAC gradient and divergence operators, respectively. These operators are defined
as
rh ~uI;J ¼
~uIþ1;J � ~uI�1;J

2h
;
~uI;Jþ1 � ~uI;J�1

2h

� �
;

Dh ~uI;J ¼
~uIþ1;J þ ~uI�1;J þ ~uI;Jþ1 þ ~uI;J�1 � 4~uIJ

h2 ;

GMAC
ij ¼

piþ1
2;j
� pi�1

2;j

h
;
pi;jþ1

2
� pi;j�1

2

h

� �
;

ðDMAC ~uÞi;j ¼
~uiþ1

2;j
� ~ui�1

2;j

h
þ

~vi;jþ1
2
� ~vi;j�1

2

h
;

ð3:8Þ
where ~uIJ and ~vIJ correspond to ~uiþ1
2;j

and ~vi;jþ1
2
, respectively.

In our projection method, we need to solve, at each time step, two Helmholtz equations for ~u� in (3.1) or (3.4) and one Pois-
son-like equation for /nþ1 in (3.5). Since the correction terms in (3.1) or (3.4) and (3.5) only affect the right-hand sides of the
discrete systems for the Helmholtz and Poisson equations, there are many methods that can be used to solve these linear
system, for example, the conjugate gradient method and multigrid method. In this study, we use the incomplete Cholesky
preconditioned CG (ICCG) method to solve these equations in all our simulations.

3.2. Correction terms calculation

In this section, we will illustrate how to evaluate the above-mentioned correction terms C1, C2, C3, C4, C5 and C6. One of
the basic components for determining the correction terms is the generalized finite difference formulas. Here, we briefly
review the generalized finite difference formulas and show two particular generalized finite different formulas for demon-
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stration. Assume that the interface cuts a grid line between two grid points at x ¼ a, xi 6 a < xiþ1, xi 2 X�, xiþ1 2 Xþ, where
X� and Xþ denote the region inside and outside the interface, respectively. Then, the following approximations hold for a
piecewise twice differentiable function wðxÞ:
wxðxiÞ ¼
wiþ1 �wi�1

2h
� 1

2h

X2

m¼0

ðhþÞm

m!
½wðmÞ�a þ Oðh2Þ; ð3:9aÞ

wxxðxiÞ ¼
wiþ1 � 2wi þwi�1

h2 � 1

h2

X2

m¼0

ðhþÞm

m!
½wðmÞ�a þ OðhÞ; ð3:9bÞ
where wðmÞ denotes the mth derivative of w, wi ¼ wðxiÞ, hþ ¼ xiþ1 � a, h� ¼ xi � a and h is the mesh width in x-direction. The
jump in w and its derivatives are defined as
½wðmÞ�a ¼ lim
x!a;x2Xþ

wðmÞðxÞ � lim
x!a;x2X�

wðmÞðxÞ; ð3:10Þ
in short, ½�� ¼ ½��a, and wð0Þ ¼ w. Note that if the interface cuts a grid line between two grid points xi 2 Xþ and xiþ1 2 X�, these
expressions need to be modified by changing the sign of the second terms on the respective right-hand sides. Expressions
involving two or more interface crossings could also be derived, we refer the readers to [31] for details. From Eqs. (3.9a)
and (3.9b) the correction terms for wxðxiÞ and wxxðxiÞ can be defined as
CfwxðxiÞg ¼ �
1

2h

X2

m¼0

ðhþÞm

m!
½wðmÞ� þ Oðh2Þ; CfwxxðxiÞg ¼ �

1

h2

X2

m¼0

ðhþÞm

m!
½wðmÞ�:
Thus, the finite difference approximations for the derivatives of a function w at some grid points near the interface include
the standard central difference terms plus the additional correction terms. Accordingly, the correction terms C1, C2, C3, C4, C5

and C6 are evaluated as follows:
C1 ¼
�Cf~utg

l
þ 1

2q
CfD~u�g þ CfD~ungð Þ; ð3:11aÞ

C2 ¼
3
2

C ðu � r~uÞn
� 

� 1
2

Cfðu � r~uÞn�1g; ð3:11bÞ

C3 ¼ Cfrpn�1
2g; ð3:11cÞ

C4 ¼ q
Cfr � ~u�g

Dt
� Cfrðlrpnþ1

2Þg þ Cfrðlrpn�1
2Þg; ð3:11dÞ

C5 ¼ �
Dtl
q
ðCfrpnþ1

2g � Cfrpn�1
2gÞ; ð3:11eÞ

C6 ¼ �
1

2q
Cfr � ~u�g: ð3:11fÞ
We note that all the correction terms are evaluated at least to first order accuracy. This is sufficient to guarantee second order
accuracy globally since our numerical scheme is of second order away from the boundary and only the points near the
boundary are treated with a first order scheme. The first term on the right-hand side of (3.11a) is the correction term in time
and is only nonzero at the grid points crossed by the interface between time level n and time level nþ 1. This is because the
time derivative of the augmented velocity will not be discontinuous in time at any Cartesian grid point crossed by the inter-
face during the time step, which can be accounted for by including additional terms in the Crank–Nicolson algorithm to cor-
rect for these jumps.

Assume that as the interface crosses a grid point ði; jÞ at time v, tn
6 v 6 tnþ1, the correction term Cf~utg in (3.11a) for ~ut at

this point is given by
Cf~utg ¼
� 1

Dt ð½~u�v þ ðt
n � vÞ½~ut �vÞ; if tn

6 v 6 tnþ1
2;

� 1
Dt ð½~u�v þ ðt

nþ1 � vÞ½~ut�vÞ; if tnþ1
2 6 v 6 tnþ1:

8<: ð3:12Þ
The above temporal jump condition of the augmented velocity ½~ut� can be made related to the corresponding spatial jump
condition as in [19,33]. In the case of a discontinuous viscosity, noting that the velocity u is continuous but the augmented
velocity ~u is discontinuous across the interface, we have ½~u� ¼ ½l�q. By taking time derivative for both sides of ½~u� ¼ ½l�q, we
can then obtain the jump condition of the first-order temporal derivative of the augmented velocity
½~ut � ¼ ½l�
dq
dt
� ½u � r~u� ¼ ½l�dq

dt
� u � ½r~u� ¼ �½~ut�v; ð3:13Þ
where the sign depends on the motion of the interface. In particular, we use a plus sign when the grid point moves from the
inside of the interface to the outside of the interface, i.e. from X� to Xþ, and a minus sign when the grid point moves from the
outside of the interface to the inside of the interface, i.e. Xþ to X�. In (3.11a), (3.11d) and (3.11f), we use the jump conditions
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for ~unþ1 to approximate the jump conditions for ~u� as we expect that ~u� is a good approximation for ~unþ1. To evaluate the
correction term CfD~u�g of (3.11a) at a point ðI; JÞ as depicted in Fig. 3, we need to compute ½~u�x�, ½~u�xx� at the intersection point
a and ½~u�y�, ½~u�yy� at b using the force strength at time level nþ 1. The correction term CfD~u�g is calculated as follows:
Fig
CfD~u�gI;J ¼ �
½~u�� þ hþ½~u�x�a þ

ðhþÞ2
2 ½~u�xx�a

h2 �
½~u�� þ k�½~u�y�b þ

ðk�Þ2
2 ½~u�yy�b

h2 ;
and D~u� is approximated at the point ðI; JÞ as
D~u�ðI; JÞ ¼ Dh ~u�I;J þ CfD~u�gI;J þ OðhÞ:
Similarly, we can compute for the other correction terms in (3.11b), (3.11c), (3.11d), (3.11e), and (3.11f).

4. Numerical implementation

From the previous section, we can see that the solution can be advanced for one time step from tn to tnþ1 if the correction
terms in the projection steps have been computed. Those corrections incorporate the jump conditions which depend on the
augmented variable q or/and the force f at the interface, see Eqs. (2.17)–(2.22). At the moment, we first assume that the aug-
mented variable q in the jump conditions is known, and its evaluation is presented at the end of this section, see Section 4.1.
In the following, we shall describe a basic implementation of the proposed algorithm for the incompressible viscous flows
with an immersed elastic membrane. Before computing the jump conditions, the force strength at the intersection points
needs to be calculated. To do so, we first compute the force strength at the control points using expression (2.5). And then,
based on the force strength at the control points, a new cubic spline is determined to approximate the force strength along
the interface. The reason for introducing a new cubic spline is that the jump conditions discussed in the previous section
depend on further derivatives of the force along the interface. With this new cubic spline, the force strength and its deriv-
atives can be calculated at the intersection points.

Having the jump conditions for pressure and velocity with known force and the augmented variables, we then apply the
projection method with the correction terms to advance for the velocity and pressure from tn to tnþ1. The location of the
interface is also updated based on the surrounding fluid velocity. To decrease the strict limit of very small time steps with
explicit method and increase the stability of the current method, the updated location of the flexible elastic membrane is
advanced in time in an implicit manner, according to
Xnþ1 ¼ Xn þ 1
2

Dt unðXnÞ þ unþ1ðXnþ1Þ

 �

: ð4:1Þ
The new positions of the control points Xnþ1 are determined by solving a nonlinear system of equations
QðXnþ1Þ ¼ 0; ð4:2Þ
where
QðXÞ ¼ X� Xn � 1
2

Dt unðXnÞ þ unþ1ðXÞ
� �

:

The BFGS method [28] which is a quasi-Newton method is employed to solve the nonlinear system of Eq. (4.1) iteratively to
calculate the location of the flexible interface. For more details on the immersed interface method for flexible interfaces, see
[18–20]. In each iteration of the BFGS method, we need to solve the system of Eq. (4.17) for the augmented variable q at the
interface to satisfy the continuous condition of the velocity u. This is necessary because the velocity field and pressure field
are updated at every iterations of the BFGS method. In the numerical tests, it takes only a few iterations for the BFGS method.

Since the viscous term is treated implicitly and the convection term is approximated explicitly, the time step is chosen to
satisfy the CFL condition
. 3. Interface and mesh geometry near the grid point ðI; JÞ which corresponds to ðiþ 1
2 ; jÞ for u and i; jþ 1

2

� �
for v shown in Fig. 2, respectively.
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max
i;j

uiþ1
2;j

h

���� ����; vi;jþ1
2

h

���� ����� �
Dt 6 1:
In summary, given the location of the control points, Xn, the velocity, un, the augmented velocity, ~un and the pressure pn�1
2,

the algorithm for computing the augmented velocity ~unþ1 that satisfies the continuous condition of the velocity u at the
interface, pressure pnþ1

2 and the location of the control points Xnþ1 can be described as follows:

Algorithm

Step 1: Set k :¼ 0, make an initial guess for Xnþ1, i.e. Xð0Þ as Xð0Þ ¼ 2Xn � Xn�1 and set the inverse Jacobian Bnþ1
0 ¼ Bn

k . At the
first time step, the inverse Jacobian is initialized to the identity matrix I.

Step 2:
� Compute the force strength at the flexible interface using expression (2.5).
� Compute the augmented variable q at the flexible interface to satisfy the continuous condition of the velocity u.

That is, calculate the right hand side vector of (4.17). Then solve for the small system of Eq. (4.17) using GMRES
method to obtain the augmented variable q at the interface.

Step 3:
� Employ the projection method as described in Section 3.1 to update the augmented velocity field ~unþ1 and the

pressure. The updated velocity field unþ1 can be obtained directly from the augmented velocity field ~unþ1. This step
involves computing the appropriate correction terms for the spatial and temporal derivatives as described in Sec-
tion 3.2.

� Compute the velocity unþ1ðXðkÞÞ at XðkÞ based on the interpolated augmented velocity ~Uþk ðX
ðkÞÞ at the control points

from the outside of the interface XðkÞ, which is interpolated from the augmented velocity ~unþ1 at the surrounding
grid points.

Step 4:
� Evaluate QðXðkÞÞ.
� If kQ ðkÞk < e then Xnþ1 ¼ XðkÞ and stop the iteration. Otherwise, update Xðkþ1Þ and the inverse Jacobian matrix Bnþ1

kþ1

[28]. Set k ¼ kþ 1 and go to Step 2.
4.1. Determination of q at control points in Step 2 of algorithm

Now we start to evaluate the augmented variable q in Step 2 of above algorithm in the concerned iteration step of BFGS at
time level ðtn; tnþ1Þ. The first thing to be done here is to derive the corresponding augmented equations. Assuming the veloc-
ity (i.e. q) of the membrane interface at XðkÞ is known for this concerned iteration step of BFGS, we then know the jump con-
ditions for the velocity, pressure and their derivatives at this iteration step. Then the augmented velocity field ~unþ1 at all the
grid points can be computed via the projection method as discussed in Section 3.1 with the incorporation of the jumps in the
solutions and their derivatives into the difference schemes as mentioned before. The augmented velocity at the control
points from the outside of the interface XðkÞ, ~Uþk , can be interpolated from the augmented velocity ~unþ1 at the grid points.
Thus, we can write as
eUþk ¼ eUþðXðkÞÞ ¼ Bþð~unþ1Þ; ð4:3Þ
where Bþ is the modified bilinear interpolation operator which includes the appropriate correction terms required to guar-
antee second order accuracy when the velocity is discontinuous, which can be found in Appendix A.

In summary, the equations that need to be solved in order to calculate ~unþ1 and eUþk , can be written symbolically as
Eq: ð3:4Þ ! H~u� ¼ Cþ B1f þ A1q; ð4:4Þ
Eq: ð3:5Þ ! L/nþ1 ¼ D~u� þ B2f þ A2q; ð4:5Þ
Eq: ð3:6Þ ! ~unþ1 ¼ ~u� � G/nþ1 þ B3f þ A3q; ð4:6Þ
Eq: ð4:3Þ ! eUþk ¼ M~unþ1 þ B4f þ A4q; ð4:7Þ
where
C ¼ � 2q
lDt

~un � Dh ~un þ 2
q

2l
ð3ðu � rh ~uÞn � ðu � rh ~uÞn�1Þ þ GMACpn�1

2 � gnþ1
2

� �
;

which can be computed based on the solutions at the previous time step. The operators H, L, D and G correspond to Dh � 2q
lDt,

DMACðlGMACÞ, q
Dt DMAC and Dtl

q GMAC, respectively. M is the modified bilinear interpolation operator. B1–B4 are some operators
that map the forces involved in the jump conditions on the control points to the resulting finite difference approximation by
incorporating the correction terms; similarly for the operators A1–A4. Eliminating ~u�, /nþ1 and ~unþ1 from Eqs. (4.4)–(4.7), we
can compute the augmented velocity eUþk at the control points from the outside of the interface XðkÞ as follows:
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eUþk ¼MðI� GL�1DÞH�1Cþ ðMðH�1B1 � GL�1DH�1B1 � GL�1B2 þ B3Þ þ B4Þf
þ ðMðH�1A1 � GL�1DH�1A1 � GL�1A2 þ A3Þ þ A4Þq; ð4:8Þ
where I is an identity matrix. For simplicity, we can re-write (4.8) as
eUþk ¼ eUþ;0k þ Aþq; ð4:9Þ
where eUþ;0k corresponds to the augmented velocity at the control points from the outside of the interface at XðkÞ obtained by
solving Eqs. (3.4), (3.5) and (3.6) with q ¼ 0, given un, ~un and pn�1=2. Aþ is a 2Nb 	 2Nb matrix, where Nb is the number of
control points. The vector Aþq is the augmented velocity at the control points from the outside of the interface XðkÞ obtained
by solving the following equations:
~u�q
Dt
¼ 1

2q
Dh ~u�q þ C1; ~u�qjoX ¼ 0; ð4:10Þ

DMACðlGMAC/nþ1
q Þ ¼ q

Dt
DMAC ~u�q þ C2; n � r/nþ1

q joX ¼ 0; ð4:11Þ

~unþ1
q ¼ ~u�q �

Dtl
q

GMAC/nþ1
q þ C3; ð4:12Þ

Aþq ¼ Bþðunþ1
q Þ; ð4:13Þ
with q being the velocity uðXðkÞÞ at the immersed interface XðkÞ. Here, �C1, C1 and C3 are the correction terms which only take
into account the contribution of q at the interface to the jump conditions without the contribution of f̂.

Similarly, we also have
eU�k ¼ eU�;0k þ A�q; ð4:14Þ
where ~U�k is the augmented velocity at the control points from the inside of the interface XðkÞ which is interpolated from the
velocity ~unþ1 at the grid points, and eU�;0k is simply the augmented velocity at the control points from the inside of the inter-
face XðkÞ obtained by solving Eqs. (3.4)–(3.6) with q ¼ 0. A� is also a 2Nb 	 2Nb matrix, and the vector A�q corresponds to the
augmented velocity at the control points from the inside of the interface XðkÞ. Since the velocity u is continuous, i.e., ½Uk� ¼ 0,
then we have
0 ¼ Uþk � U�k ¼
~Uþk
lþ
�

~U�k
l�

: ð4:15Þ
From Eqs. (4.9), (4.14) and (4.15), therefore, the augmented variable q at the control points can be determined by solving
Aq ¼ �
~Uþ;0k

lþ
�

~U�;0k

l�

 !
; ð4:16Þ
where A ¼ Aþ

lþ � A�

l�.

There are also other ways to compute the augmented variable q. For example, if q is the exact solution, we have relationseUþk ¼ lþq and eU�k ¼ l�q from uþ ¼ u� (which means the velocity u is continuous across the interface). From Eqs. (4.9) and
(4.14), we can then get
ðAþ � lþIÞq ¼ �eUþ;0k ; ð4:17Þ
and
ðA� � l�IÞq ¼ �~U�;0k ; ð4:18Þ

respectively. Therefore, the augmented variable q at control points can be also determined by solving Eqs. (4.17) or (4.18).

Remark 4.1. The augmented variable q at the interface can be determined by solving any one form of Eqs. (4.16)–(4.18) for
most cases except for the one special case of the same viscosity. For this special case, we know that Aþ ¼ A� ¼ A ¼ 0. Thus,
Eq. (4.16) is not valid, and we have to determine the augmented variable q by solving Eq. (4.17) or Eq. (4.18). For this case,
Eqs. (4.17) and (4.18) are reduced to q ¼ � 1

lþ
eUþ;0k and q ¼ � 1

l�
eU�;0k , respectively. Note that, in Eq. (4.16), we have to

compute two terms on the right hand side. Based on these two considerations, in our computations, the augmented variable
q is determined by solving Eq. (4.17) unless it is stated otherwise.

Note that the matrix Aþ depends on the location of the interface and the time step Dt. If the interface is fixed, we will have
the same matrix Aþ at every time step if we use the same Dt throughout. In this work, a moving interface is involved, the
matrix Aþ changes at each time step and have to be formed at every time step. To avoid generating Aþ, we employ GMRES
method and solve the linear system (4.17) iteratively. Each iteration of GMRES method requires a matrix-vector product
which can be obtained by solving (4.10), (4.11), (4.12). In each matrix-vector product, we have to solve two Helmholtz
Eq. (4.10) and a Poisson Eq. (4.11). In our computations, only a few iterations are needed in the GMRES iteration, so the algo-
rithm is effective.
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5. Numerical examples

In this section, numerical experiments will be carried out to demonstrate the accuracy and the effectiveness of our algo-
rithm proposed in this work. Throughout this section, we take q ¼ 1 in all simulations. The ratio of the viscosity is defined as
k ¼ lþ

l� unless it is stated otherwise.

Example 5.1. Circular flow
In this first example selected, there is provided exact solution, whereby we can compare and ascertain the numerical

accuracy of our assembled code based on our proposed immersed interface method for different viscosity across the
interface. The exact velocity and the pressure are given by
Fig. 4.
l2 ¼ 0:

Table 1
Grid refi

N

32
64
128
256
uðx; y; tÞ ¼
ð1� e�tÞ y

r � 2y
� �

; r > 1
2 ;

0; r 6 1
2 ;

(
ð5:1Þ

vðx; y; tÞ ¼
ð1� e�tÞ � x

r þ 2x
� �

; r > 1
2 ;

0; r 6 1
2 ;

(
ð5:2Þ

pðx; y; tÞ ¼
sinðpxÞ sinðpyÞ; r > 1

2 ;

0; r 6 1
2 ;

(
ð5:3Þ
where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
. The interface is the circle with the radius 1

2 and the solution domain is ½�1;1� 	 ½�1;1�. It is easy to verify
that the velocity satisfies the incompressibility constraint, and it is continuous but has a finite jump in the normal derivative
across the interface [15]. The pressure is discontinuous for this example. The external force term g is computed to satisfy the
Navier–Stokes equation (2.1). The force density components in the normal and tangential directions are calculated from
(2.10) and (2.12), respectively.

The time step is taken as Dt ¼ Dx=8. We perform the grid refinement analysis for k ¼ 10 with lþ ¼ 1 and lþ ¼ 0:1 at
t ¼ 2. The errors in the velocity, Eu and the errors in the pressure, Ep are measured in the maximum norm at all grid points.
The results in Table 1 show that the velocity is second order accurate and the pressure is nearly second order accurate.

Example 5.2. As an extension, this example shows that our method can handle the multi-phase flow problems. The
computational domain is ½�1;1� 	 ½�1;1�. The initial velocity and pressure are taken to be zero. The interfaces are two circles
with radius r1 ¼ 0:4 and r2 ¼ 0:7, respectively. The viscosity is l1 outside the outer interface, the viscosity is l2 between the
outer interface and inner interface, and the viscosity is l3 inside the inner interface. Along the outer circle, the normal force
(a) The x-component of the augmented velocity field ~u, (b) the x-component of velocity field u, and (c) the velocity field u at t ¼ 10, with l1 ¼ 1:0,
1, l3 ¼ 0:5, f̂ O

1 ¼ 0, f̂ O
2 ¼ 1:0, f̂ I

1 ¼ 0, and f̂ I
2 ¼ �0:5.

nement analysis for Example 5.1

Nb kEuk1 Order kEpk1 Order

20 1.9154E�03 – 7.5161E�03 –
40 4.4982E�04 2.09 2.1107E�03 1.83
80 1.1014E�04 2.03 6.1036E�04 1.79
160 2.8114E�05 1.97 1.6814E�04 1.86



Fig. 5. The velocity field u at t ¼ 10 with l1 ¼ 0:01, l2 ¼ 1:0, l3 ¼ 0:1, f̂ O
1 ¼ 0, f̂ O

2 ¼ 0:1, and f̂ I
1 ¼ 0. (a) f̂ I

2 ¼ �0:2, (a) f̂ I
2 ¼ �0:3, and (c) f̂ I

2 ¼ �0:4.
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and tangential force are taken as f̂ O
1 ¼ 0 and f̂ O

2 ¼ 1:0, respectively, whereas, along the inner one, the normal force and
tangential force are taken as f̂ I

1 ¼ 0 and f̂ I
2 ¼ �0:5, respectively. We use a 64	 64 grid and set 40 control points and 64

control points on the inner interface and outer interface, respectively. We show the x-component of the augmented velocity
~u and the x-component of the velocity u at t ¼ 10 with l1 ¼ 1:0, l2 ¼ 0:1, and l3 ¼ 0:5 in Fig. 4. The velocity field is provided
in Fig. 4c. It is clear that the sharp profile of the augmented velocity is well captured. The motion of the steady state is a
clockwise rotation along the inner interface and an anti-clockwise rotation along the outer interface. In Fig. 5, we also show
the velocity fields at t ¼ 10 but with l1 ¼ 0:01, l2 ¼ 1:0, and l3 ¼ 0:1 and different tangential forces along the inner
interface and fixed tangential forces along outer interface. In Fig. 5a, the motion of the steady state is a simple anti-clockwise
rotation along the two interfaces. In Fig. 5c, the motion of the steady state is a simple clockwise rotation along the two
interfaces. In Fig. 5b, the motion of the steady state is a clockwise rotation along the inner interface and an anti-clockwise
rotation along the outer interface.

Example 5.3. Elastic membrane
In this example, we consider a flexible interface problem which involves an elastic membrane, which is used by Tu and

Peskin [30] to test their immersed boundary method, by LeVeque and Li [21] to test their immersed interface method for
Stokes flows with same viscosity, and by Lee and LeVeque [20] to test their immersed interface method for Navier–Stokes
equations with same viscosity. The initial state of membrane (the solid line in Fig. 6, labeled ‘‘Initial”) is an ellipse with
the semi-major and semi-minor axes a ¼ 0:75, b ¼ 0:5, respectively. The computational domain is ½1:5;1:5� 	 ½1:5;1:5� and
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

 Unstretched

 Initial

 Equilibrium

Fig. 6. Initial, unstretched and equilibrium positions of the elastic membrane.



Fig. 7. A diagram of the interpolation of velocity from grid to control point.
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the ellipse is located at the center of the computational domain, The unstretched state of membrane (the dashed line in
Fig. 6, labeled ‘‘Unstretched”) is a circle with radius r0 ¼ 0:5. The tension coefficient T0 is set to 10 in this example unless
it is stated otherwise, compared to the tension coefficient taken in the literatures [20,13,14], the problem of this example
in this work is more stiffer.

Due to the restoring force, the ellipse will converge to a circle (the dash-dot line in Fig. 6, labeled ‘‘Equilibrium”) with
radius re ¼

ffiffiffiffiffiffi
ab
p


 0:61237, which is larger than the unstretched interface but has the same area as the initial ellipse because
of the incompressibility of the enclosed fluid. So the interface is still stretched at the equilibrium state, and the nonzero inter-
face force is balanced by a negative jump ½p�. In the equilibrium state, the fluid velocity u is zero everywhere and the pressure
p has two different constant values inside and outside the interface. We start our simulation by setting the initial velocity
and pressure fields to zero. In our computations, we take T0 ¼ 10 and ujoX ¼ 0. In this example, we perform the simulations
with a 64	 64 grid and 64 control points to represent the interface for all the cases unless otherwise stated.
Fig. 8. The velocity field u at different times with lþ ¼ l� ¼ 0:1 (left: t ¼ 0:2, middle: t ¼ 0:5, right: t ¼ 2).



Fig. 10. The evolution of rx and ry with: (a) lþ ¼ l� ¼ 0:1 and (b) lþ ¼ l� ¼ 0:01.
The different viscosity coefficients have different effects on interface motion and solution. The effect depends on the vis-
cosity jump ½l� and on the viscosity ratio k, noting that the relations ½l� ¼ ðk� 1Þl� ¼ ð1� 1=kÞlþ. We first consider a special
simple case where the viscosities are same inside and outside the interface, i.e., lþ ¼ l�. In Figs. 8 and 9, we show the veloc-
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ity fields and the pressure fields at t ¼ 0:2, t ¼ 0:5 and t ¼ 2. The evolutions of the semi-major and semi-minor axes with
lþ ¼ l� ¼ 0:1 and lþ ¼ l� ¼ 0:01 are shown in Fig. 10a and b, respectively. The interface oscillates as it settles down to
the equilibrium state. In Fig. 10b, since the fluid viscosity is lower, the elastic membrane takes a longer time to oscillate be-
fore settling down to the equilibrium state. All results are in good agreements with those obtained by [19], and are compa-
rable to those in [20].

Next we consider the case where the viscosity outside the interface is less than that inside the interface. We first consider
relatively larger viscosity and take the case for k ¼ 0:1 with lþ ¼ 0:1 and l� ¼ 1:0. In Fig. 11, we plot the x-component of
velocity field u (left) and x-component of the augmented velocity field ~u (right) at t ¼ 0:19 and t ¼ 1:01. The pressure field
and the velocity field at t ¼ 0:19 are presented in Fig. 12. As expected, from these figures, we can see the augmented velocity
~u and the pressure p are discontinuous across the interface while the velocity u is continuous but not smooth. Fig. 13 shows
this more clearly with the plot of cross sections of u, ~u and p at t ¼ 0:19 along the line y ¼ �0:352. In Fig. 13b and c, the dis-
continuities in the augmented velocity ~u and the pressure are captured very sharply by our algorithm, respectively. Next we
keep the viscosity ratio k ¼ 0:1 fixed, but decrease the viscosity by taking lþ ¼ 0:01 and l� ¼ 0:1. The computed velocity
field and the pressure field are shown in Figs. 14 and 15.

We also consider another two cases where the viscosity outside the interface is larger than that inside the interface. Com-
pared with the previous two cases, we exchange the viscosities outside and inside the interface for each case. For the case of
Fig. 13. A slice of the u-component velocity, the ~u-component augmented velocity and the pressure at t ¼ 0:19 and y ¼ �0:352, with lþ ¼ 0:1, l� ¼ 1:0,
and k ¼ 0:1.
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Table 2
Spatial convergence analysis for Example 5.3 with lþ ¼ 1:0 and l� ¼ 0:1

N Nb kEuk1 Order kEpk1 Order

32 32 1.3115E�02 – 6.5419E�02 –
64 64 2.6444E�03 2.31 2.0558E�02 1.67
128 128 6.9879E�04 1.92 6.1544E�03 1.74
256 256 1.6527E�04 2.08 1.7552E�03 1.81

Table 3
Temporal convergence analysis for Example 5.3 with lþ ¼ 1:0 and l� ¼ 0:1

Dt kEuk1 Order kEpk1 Order

4	 10�4 1.3896E�04 – 1.7642E�03 –
2	 10�4 3.8016E�05 1.87 4.7599E�04 1.89
1	 10�4 1.0619E�05 1.84 1.3860E�04 1.78
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In all the simulations, the conservation of the areas is preserved very well. For example, in Fig. 26a, we present the plots of
the absolute error in area versus time up to t ¼ 10 for k ¼ 0:1 with lþ ¼ 0:1 and lþ ¼ 0:01. In this figure, the maximum abso-
lute error in area is 3:7756e� 5 with lþ ¼ 0:1 and indicates fairly little leakage of about 0:0032% for this case, while the
maximum absolute error in area is 2:3472e� 4 with lþ ¼ 0:01, which is somewhat larger due to lower viscosities outside
and inside the interface and indicates a leakage of about 0.02%. The plots of the absolute error in area versus time up to
t ¼ 10 for k ¼ 0:1, k ¼ 1 and k ¼ 10 with fixed lþ ¼ 0:1 are also presented in Fig. 26b. From this figure, we can observe that
the larger the viscosity ratio is, the relatively larger the absolute error of the area becomes. Since the area enclosed by elastic
membrane should be exactly conserved, we can use the area based on the computed position of the membrane as another
measure of the accuracy of the method. Fig. 27 shows that the area is conserved with second-order accuracy using our
method.

Next we want to investigate the effect of the temporal jump contributions on the simulation results. The augmented
velocity and its temporal derivative at some grid points in space have jumps in terms of time at the instant when the inter-
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Fig. 28.They
face crosses these points, and the temporal jump conditions can be made related to the corresponding spatial jump condi-
tions as mentioned before. In our simulation of viscous flow, with the same viscosity across the interface or relatively smaller
differing viscosities outside and inside the interface, the incorporation of temporal jump conditions in the temporal discret-
ization has negligible effect on the simulation results as in [33], while in the case of relatively larger differing viscosities in
the two fluid regions, the inclusion of the temporal jump contributions has non-negligible effect on the results and numerical
stability. In Fig. 28a and b, with lþ ¼ 1:0 and lþ ¼ 0:1, we plot the x-component of the velocity field u without and with
temporal jump contributions at t ¼ 0:035 when some grid points are crossed by the interface for the first time, respectively.
The corresponding pressure fields are present in Fig. 29. From these figures, we can see significant improvements on the res-
olution of the velocity and pressure when the grid points are crossed by the interface after the temporal jump contributions
are included. In Fig. 30a and b, with lþ ¼ 0:1 and lþ ¼ 0:05, we also present the plots of the x-component of the velocity
field u without and with temporal jump contributions at t ¼ 0:16, respectively. The corresponding pressure fields are present
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Fig. 32. (a) Number of BFGS iterations, and (b) Number of total GMRES iterations versus time with lþ ¼ 0:1, l� ¼ 1:0, and k ¼ 0:1.
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those in Fig. 32a and in Fig. 32b, the number of BFGS iterations and the number of total GMRES iterations are slightly
increased although the viscosity ratios are the same, which is not surprising due to the lower viscosities taken for both
the outside and inside of the interface. We also show the plots of the number of BFGS iterations and the number of total
GMRES iterations versus time in Fig. 34a and b, respectively, with lþ ¼ 1:0, l� ¼ 0:1, and k ¼ 1. These can be compared
to those in Fig. 33a and in Fig. 33b, which show that the number of BFGS iterations and the number of total GMRES iter-
ations decrease when one increases the ratio of viscosity with fixed l�. On the other hand, the number of BFGS iterations
and the number of total GMRES iterations increase when one increases the ratio of viscosity with fixed lþ; results not
shown here. When the viscosity ratio becomes larger or smaller, it requires more iterations. However, in the simulations
of the present viscosity ratios applicable for many problems in biological flows, the iteration times for the BFGS is not
large and the number of GMRES iterations is still modest for all the present cases. Finally, we have also checked the iter-
ation times with very larger tension coefficients T0 ¼ 50. One can observed from Fig. 35 that the iteration times increase
for this stiffer case.
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Example 5.4. Flower-configuration interface

In this final example, we consider the flow with a more complicated interfaces such as the flower configuration found
in the literature [21], and employ to further test our method for a stiff problem. The initial interface is given in polar
coordinates by rðhÞ ¼ 0:8þ 0:3 sinð7hÞ. The unstretched interface is the circle with the radius r0 ¼ 0:3. The problem is
very stiff because the curvature of the interface is large. The tension coefficient T0 is set to 1, which is already much
larger compared with those typically taken in the literature [15,33,13] for a complex interface, thus the problem arising
in this work is stiffer. The viscosities outside and inside the interface are taken to be lþ ¼ 1:0 and l� ¼ 0:2, respectively.
The computational domain is ½1:5;1:5� 	 ½1:5;1:5�. We perform this simulation with a 64	 64 grid and 120 control points
to represent the interface. Compared to the previous example involving a relaxing ellipse, we take a relatively smaller
time step in this example. In Fig. 36, we plot the interface at t ¼ 0, t ¼ 0:208 and t ¼ 10. At t ¼ 10, the interface is almost
in the equilibrium state with a circle. The pressure contour and the velocity field at t ¼ 0:041 and t ¼ 0:291 are plotted in
Fig. 37. From Fig. 36, it is clear that our method can capture the highly localized discontinuous profile for the pressure.
The relative area change at t ¼ 10 is only about 0.09%, thus the conservation of the area of the flower configuration is
also preserved well in this example. Compared with the other previous examples, the number of total GMRES iterations
in this example is relatively larger (see Fig. 38), which is not surprising since the curvature of the interface is much
larger.
 9980Z.Tanetal./Journa
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6. Concluding remarks

In this paper, an immersed interface algorithm is further developed for solving the incompressible Navier–Stokes equa-
tions with piecewise constant viscosity across a flexible elastic membrane where the jump conditions for the pressure and
the velocity are coupled together, which is a logical and further development of the previous work reported in [29] focussing
mainly on the fixed interface problems. The idea of current work is to introduce the velocity components as two augmented
variables that are only defined along the interface so that the jump conditions can be decoupled. The augmented interface
variables are then solved by the GMRES iterative method. The new location of moving elastic membrane is advanced implic-
itly using BFGS iteration method within each time step, and the augmented variable along the interface is determined to
satisfy the continuous velocity condition at the interface in each iteration of BFGS by solving a small and dense linear system
of the augmented equation. Using the proposed method, we assess the effect of different viscosities on the flow solution and
membrane motion.

In the present method, for very high viscosity ratio(say 1:1000 or 1000:1 or larger), the method suffers from the sta-
bility problems and the iteration fails to converge for the moving elastic membrane over a long time computation. One
possible reason is the increased condition number of the matrix associated with the augmented equation and the system
solved by GMRES becomes increasingly ill-conditioned. It is reiterated that the present method determines the aug-
mented variables to satisfy the continuous condition at the interface in each iteration of BFGS. Alternatively, one may
calculates the augmented variables from the location of interface at the end of time step. This approach results in a cou-
pled nonlinear system for the augmented equation and the interface moving equation. A more sophisticated nonlinear
solver should be convergent for the increasingly extreme condition of higher viscosity ratio. Such a solver, however, is
likely to lead to high computational costs. So ensuring the stability of the present or improved method under the hall-
mark of efficiency and simplicity of the algorithm for higher viscosity ratio is still challenging, which is our further work.
It is fortunate that the present viscosity ratio concerned and achieved in this work is sufficient for our immediate appli-
cation of many realistic problems found in biological flow, including simulating the motion of the deformable cell in a
complex micro-channel geometry. For our further future work, we would like to extend our method to solve for problems
with discontinuous density across the interface. As such, we have to work on decoupling the jump conditions and the
density discontinuity.

Appendix A. The modified bilinear interpolation

Once we have obtained the augmented velocity field ~u on the grid, we need to compute the augmented velocity eU�k andeUþk at the control points, which are interpolated from the inside and outside of the interface, respectively. In this appendix,
we present the modified bilinear interpolation formulas to compute the limits on the augmented velocity ~u from each side
of the interface. The modified bilinear interpolation formulas need to include the appropriate correction terms to guaran-
tee second order accuracy when the velocity is discontinuous. For example, suppose we want to interpolate the aug-
mented velocity ~U�k at the control points Xk from the inside of the interface using the augmented velocity ~u1; . . . ; ~u4 at
the four neighboring grid points, x1; . . . ;x4, respectively, as illustrated in Fig. 7, then the interpolation scheme can be writ-
ten as
 eUþk ¼ ð1� pÞð1� qÞ~u1 þ Cð1Þ þ pð1� qÞ~u2 þ Cð2Þ þ pq~u3 þ Cð3Þ þ ð1� pÞq~u4Cð4Þ; ð6:1Þ
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where Cð1Þ,. . .,Cð4Þ are correction terms, p ¼ Xk�x1
h , q ¼ Yk�y1

h , and h is the grid size. The correction terms can be derived using
Taylor series expansion and have the following forms:
Cð1Þ ¼ 0; x1 2 Xþ;

ð1� pÞð1� qÞð½~u� þ hð�p½~ux� � q½~uy�ÞÞ; x1 2 X�;

(
ð6:2Þ

Cð2Þ ¼ 0; x2 2 Xþ;

pð1� qÞð½~u� þ hðð1� pÞ½~ux� � q½~uy�ÞÞ; x2 2 X�;

(
ð6:3Þ

Cð3Þ ¼ 0; x3 2 Xþ;

pqð½~u� þ hðð1� pÞ½~ux� þ ð1� qÞ½~uy�ÞÞ; x3 2 X�;

(
ð6:4Þ

Cð4Þ ¼ 0; x4 2 Xþ;

ð1� pÞqð½~u� þ hð�p½~ux� þ ð1� qÞ½~uy�ÞÞ; x4 2 X�;

(
ð6:5Þ
Similarly, we can get a modified bilinear interpolation scheme for eU�k as follows:
eU�k ¼ ð1� pÞð1� qÞ~u1 � C1 þ pð1� qÞ~u2 � C2 þ pq~u3 � C3 þ ð1� pÞq~u4 � C4: ð6:6Þ
where C1,. . .,C4 are corrections and have the following forms:
C1 ¼ ð1� pÞð1� qÞð½~u� þ hð�p½~ux� � q½~uy�ÞÞ; x1 2 Xþ;

0; x1 2 X�;

(
ð6:7Þ

C2 ¼ pð1� qÞð½~u� þ hðð1� pÞ½~ux� � q½~uy�ÞÞ; x2 2 Xþ;

0; x2 2 X�;

(
ð6:8Þ

C3 ¼ pqð½~u� þ hðð1� pÞ½~ux� þ ð1� qÞ½~uy�ÞÞ; x3 2 Xþ;

0; x3 2 X�;

(
ð6:9Þ

C4 ¼ ð1� pÞqð½~u� þ hð�p½~ux� þ ð1� qÞ½~uy�ÞÞ; x4 2 Xþ;

0; x4 2 X�:

(
ð6:10Þ
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